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Abstract

Distributed Denial-of-Service (DDoS) is a broad class of network attacks that
overwhelm a server with a high volume of traffic [11]. Common DDoS attacks
such as Memcached DDoS [15] and Syn Flood DDoS [2] rely on IP spoofing to
achieve attack amplification. This paper presents a system called “DDoS De-
tective” for cooperation between telemetry systems across ASes to detect and
mitigate amplification based DDoS attacks that use IP spoofing. Many recent
systems have used techniques from statistics and machine learning to achieve suc-
cessful attack detection [5][3][8]. In contrast, DDoS Detective uses no statistical
techniques. Low level operations in the system are formulated and tested using
Sonata [6] queries and can be combined across ASes to map an attack. In running
these queries on Sonata, we unintentionally discover and present implementation
issues with the underlying Sonata code base.

1 Introduction

Network operators may wish to detect that their system is experiencing a distributed denial of service
(DDoS) [11] attack. DDoS attacks can have devastating effects on applications by overloading the
network to deny access to legitimate users. These attacks can involve multiple distinct ASes, as de-
picted in Figure 1. This paper aims to describe how DDoS packets traverse network domains, and to
what extent collaboration between network administrators can identify and mitigate ongoing DDoS
attacks. This paper leverages a network telemetry tool called Sonata [6] that allows network admin-
istrators to collect the necessary forensic evidence, which, when viewed as a whole, may provide a
useful overview of the relevant players in an amplification attack. Although our discussion applies
to packet spoofing based amplification attacks generally, we will often reference the memcached
DDoS attack [15] for the purposes of illustration.

2 The Distinct Parties in An Amplification Attack

Adversarial servers perform amplification attacks by utilizing botnets to attack and compromise
target servers. The path of an attack packet through the internet can be abstracted into three general
parties: the attacker AS, the intermediate ASes, the victim AS. Each of these three sections will
likely be administered by distinct parties and would thus be running independent telemetry systems.
The set of intermediate ASes can be further subdivided into botnet ASes (any AS that contains one
of the bots in the botnet), and transport ASes (any AS involved in transporting packets between
the adversary and the bot, or any AS involved in transporting packets between the bot and the
victim). Because each party has a different viewpoint of the attack, each would run different queries
for detection and play different roles in mitigation. The following subsections will address the
information each party has for detection, provide specific Sonata queries for detection, and discuss
coordination strategies for mitigation.
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Figure 1: Network topology of standard amplification attack

2.1 Victim AS

The identification of an amplification attack on a victim network is relatively straightforward. There
is an asymmetry between the number of incoming response packets and the number of outgoing
request packets. This can be detected easily with minor modifications to an existing set of Sonata
queries provided by its authors:

Listing 1: Modified Version of the Sonata DDoS Query from Gupta et. al. 2018 [7]
n r e s p = ( P a c k e t S t r e a m ( 1 )

. f i l t e r ( f i l t e r k e y s =( ’ i pv4 . p r o t o c o l ’ , ) , f unc =( ’ eq ’ , 1 7 ) )

. map ( keys =( ’ i pv4 . d s t I P ’ , ’ udp . s p o r t ’ ) ,
map va lues =( ’ c o u n t ’ , ) ,
f unc =( ’ s e t ’ , 1 , )

)
. reduce ( keys =( ’ i pv4 . d s t I P ’ , ’ udp . s p o r t ’ ) , f unc =( ’ sum ’ , ) )
. f i l t e r ( f i l t e r v a l s =( ’ c o u n t ’ , ) , f unc =( ’ geq ’ , T ) )
)

# Conf irm t h e f i n f l a g number here
n r e q = ( P a c k e t S t r e a m ( 2 )

. f i l t e r ( f i l t e r k e y s =( ’ i pv4 . p r o t o c o l ’ , ) , f unc =( ’ eq ’ , 1 7 ) )

. map ( keys =( ’ i pv4 . s r c I P ’ , ’ udp . d p o r t ’ ) ,
map va lues =( ’ c o u n t ’ , ) ,
f unc =( ’ s e t ’ , 1 , )

)
. reduce ( keys =( ’ i pv4 . s r c I P ’ , ’ udp . d p o r t ’ ) , f unc =( ’ sum ’ , ) )
. f i l t e r ( f i l t e r v a l s =( ’ c o u n t ’ , ) , f unc =( ’ geq ’ , T ) )
)

v i c t i m i p s = ( n r e s p
. j o i n ( que ry = n req , new qid =3)
. map ( keys =( ’ i pv4 . d s t I P ’ , ’ i pv4 . s r c I P ’ , ) ,

map va lues =( ’ co un t1 ’ , ’ co un t2 ’ , ) ,
f unc =( ’ d i f f ’ , )
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)
. f i l t e r ( f i l t e r v a l s =( ’ d i f f 3 ’ , ) , f unc =( ’ geq ’ , T ) )
. map ( keys =( ’ i pv4 . d s t I P ’ ) )
)

Note that we have slightly modified the original code for the sake of semantic clarity. The code
works by computing the difference between the number of response and request packets for each
destination/source pair. When the difference is greater than a threshold T, this indicates that a DDoS
attack is taking place since the destination is receiving responses that it appears to have never re-
quested, suggested that someone else is spoofing their IP and making the requests.

2.2 Intermediate ASes

The set of intermediate ASes can be further subdivided into botnet ASes (any AS that contains one
of the bots in the botnet), and transport ASes (any AS involved in transporting packets between the
adversary and the bot, or any AS involved in transporting packets between the bot and the victim).
Note that a transport AS can be involved in one or both of the path between the adversary and the
bot, and the path between the bot and the victim.

The transport ASes simply receive a packet from one network and are directed to pass it along to
another network. This gives them limited information, because they do not know much about the
sender or the receiver.

However, ASes containing botnet participants have slightly more information than transport ASes.
In particular, they have access to the request packet that, for example in a memcached DDoS attack,
requests an IoT device’s memcache, and they have access to the response packet that delivers said
memcache. This allows ASes containing botnet participants to detect packet amplifications in a way
that intermediary transport ASes can not.

Furthermore, an AS may contain multiple bots being used in the same DDoS attack, as demonstrated
by 3rd Party Network 1 in Figure 1. If many botnet devices are on a single AS, this leads us to a
potential amplification DDoS detection telemetry mechanism for botnet ASes. Botnet ASes can run
a telemetry query to look out for may distinct IP addresses within their network originating large
responses to a single IP address. This would indicate that many bots within the network are being
leveraged to amplify an attack on the victim server.

Note that a large number of distinct IP addresses sending normal sized packets is not noteworthy
in and of itself. Consider the case where the destination may be a large tech company data center.
Similarly, a small number of IP addresses sending large responses to the same source would not be
noteworthy. Maybe they are uploading videos or other large files to the destination host. However,
a high number of distinct large responses to the same IP destination may help a AS detect that it
contains devices participating in an ongoing DDoS attack. Moreover, this can be detected with
existing telemetry systems (see Sonata code below). Nevertheless, this detection scheme depends
on the botnet being concentrated on particular ASes. Significantly, if the attacker makes sure the
bots are thinly distributed across ASes, this detection scheme will fail completely.

Listing 2: Query for External DDOS Target Identification
n u m s e n d e r s t h r e s h o l d = 40
p a c k e t l e n t h r e s h o l d = 40
l i k e l y d d o s t a r g e t s = ( P a c k e t S t r e a m ( 1 )

. f i l t e r ( f i l t e r k e y s =( ’ i pv4 . t o t a l L e n ’ , ) ,
f unc =( ’ geq ’ , p a c k e t l e n t h r e s h o l d )

)
. map ( keys =( ’ i pv4 . d s t I P ’ , ’ i pv4 . s r c I P ’ ) )
. d i s t i n c t ( keys =( ’ i pv4 . d s t I P ’ , ’ i pv4 . s r c I P ’ ) )
. map ( keys =( ’ i pv4 . d s t I P ’ , ) ,

map va lues =( ’ c o u n t ’ , ) ,
f unc =( ’ s e t ’ , 1 , )

)
. reduce ( keys =( ’ i pv4 . d s t I P ’ , ) , f unc =( ’ sum ’ , ) )

3



162
163
164
165
166
167
168
169
170
171
172
173
174
175
176
177
178
179
180
181
182
183
184
185
186
187
188
189
190
191
192
193
194
195
196
197
198
199
200
201
202
203
204
205
206
207
208
209
210
211
212
213
214
215

. f i l t e r ( f i l t e r v a l s =( ’ c o u n t ’ , ) ,
f unc =( ’ geq ’ , n u m s e n d e r s t h r e s h o l d )

)
. map ( keys =( ’ i pv4 . d s t I P ’ , ) )
)

Note that this detection method could be greatly improved by using statistical measures to determine
what constitutes anomalous traffic. Our heuristic is nevertheless useful in so far as it can add infor-
mation to the broader detection system. As an example, on detection of a potential amplification
attack coming from inside its networks, an AS could send a signal to the target IP and AS indicating
that it may be under attack. Notably, if an AS identifies that it is experiencing a DDOS attack us-
ing the UDP request/response asymmetry detector shown earlier and additionally receives warnings
from other ASes, it can be highly confident it is under attack. Furthermore, if on receiving a warning
message, the victim currently undergoing an attack sends a reply that it is in fact being attacked, the
AS containing botnet participants can potentially take mitigating actions. However, this requires an
existing set of shared communications protocols between network administration systems. We will
discuss this concept in more depth in following sections.

2.3 Attacker AS

The AS containing the attacker is not likely to be interested in identifying the attacker. With that
being said, it may be able to use telemetry to detect the start of an outgoing attack if interested.

We recognize that the paths that requests and responses take through the network have no reason to
be symmetric, and in practice would likely be asymmetric. However, for the purposes of easier
analysis we make the unrealistic simplifying assumption that the ratio of request and responses
one AS sees remains roughly even for legitimate traffic. We use this assumption throughout the
remainder of this section. We attempt to use this heuristic to identify the attacker, and we will see
that even under this greatly simplified model, identifying the AS of an attacker is often infeasible.

Notably, the invariant used earlier to identify DDoS victims is insightful for identifying DDoS per-
petrators (or at least which AS they are located in). While the AS containing the victim should see
vastly more responses than requests, the AS containing the attacker should see vastly more requests
than responses. Identifying the location of attackers requires only minor modifications to the query
we used to identify victims:

Listing 3: Sonata DDoS Attacker Detector
v i c t i m i p a t a t t a c k e r = ( n r e q

. j o i n ( que ry = n r e s p , new qid =3)

. map ( keys =( ’ i pv4 . d s t I P ’ , ’ i pv4 . s r c I P ’ , ) ,
map va lues =( ’ co un t1 ’ , ’ co un t2 ’ , ) ,
f unc =( ’ d i f f ’ , )

)
. f i l t e r ( f i l t e r v a l s =( ’ d i f f 3 ’ , ) , f unc =( ’ geq ’ , T ) )
. map ( keys =( ’ i pv4 . s r c I P ’ , ’ d i f f 3 ’ ) )
)

b o t n e t i p s a t a t t a c k e r = ( n r e q
. j o i n ( que ry = n r e s p , new qid =3)
. map ( keys =( ’ i pv4 . d s t I P ’ , ’ i pv4 . s r c I P ’ , ) ,

map va lues =( ’ co un t1 ’ , ’ co un t2 ’ , ) ,
f unc =( ’ d i f f ’ , )

)
. f i l t e r ( f i l t e r v a l s =( ’ d i f f 3 ’ , ) , f unc =( ’ geq ’ , T ) )
. map ( keys =( ’ i pv4 . s r c I P ’ , ’ d i f f 3 ’ ) )
)

Note that the n req and n resp queries are omitted here because they were shown earlier. Moreover,
observe that the only difference between these queries and the ones shown earlier is the reversal

4



216
217
218
219
220
221
222
223
224
225
226
227
228
229
230
231
232
233
234
235
236
237
238
239
240
241
242
243
244
245
246
247
248
249
250
251
252
253
254
255
256
257
258
259
260
261
262
263
264
265
266
267
268
269

Figure 2: An Attack Using Multiple Layers of Amplification

of the order of subtraction and that we want the source IP rather than the destination IP. Note that
this query also returns the victim IP and botnet IPs, but for an appropriate threshold T, will only
be triggered at the attacker AS or on a bottleneck AS on the path between it and its botnet ASes.
While there are still likely to be a disproportionate number of request packets relative to response
packets for the victim IP at intermediate nodes between the attacker and its botnet ASes, the fanning
out from the attacker AS means that, in general, the difference (but not necessarily the ratio) should
be higher at the attacker AS itself (barring intermediary bottlenecks). This may allow mitigating
actions to be taken before the attack does substantial damage to the victim.

It is important, however, to recognize that even if all ASes were cooperative and used our telemetry
scheme, there are still easy ways for the attacker to remain undetectable (even under our strong
and unrealistic assumption that all legitimate traffic is symmetric). First, the attacker may initiate
contact with the botnet through an intermediary bot (i.e. the attacker would only be sending one
packet to its bot, which would in turn be sending hundreds of packets or more to the broader botnet)
. Consequently, our detection scheme would be identifying the AS the amplifying bot resides in,
rather than the AS of the actual attacker themselves. Regardless, it would still be possible to use the
information to mitigate the attack by filtering out suspicious packets from the botnet’s AS. In this
case, the attacker may notice that their attack has been stopped and may contact a bot in another AS
to continue it.

In an even more pernicious case, the attacker launches amplification attacks from multiple interme-
diate bots (called complicit bots in our diagrams) in distinct ASes. In this sense, there are multiple
layers of amplification, and the scheme described above would not only fail for the primary attacker
but would likely also fail for the amplifying bots because each one could send fewer outbound sig-
nals to packets to the next layer of bots, making the traffic appear less anomalous. Consequently, we
would only be able to identify the victim and the final layer of bots that are directly sending it attack
traffic. Notably, our Sonata queries all assume that amplification attacks are typically performed
by the attacker themselves directly making requests using spoofed IPs. However, the multi-layer
attack shown in Figure 2 would be more sophisticated in so far as the complicit intermediary bots
are performing the IP spoofing rather than the attacker. The attacker would simply be requesting
that the complicit bots launch attacks on the victim IP. This requires that the complicit bots either be
compromised machines the attacker can remotely command or that they at least be willing to operate
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Figure 3: An Attack Using Multiple Layers of Amplification with an Intermediate Bottleneck

on the attacker’s behalf. Assuming all machines in Figure 2 are on different ASes, our queries would
fail to identify the attacker. Moreover, they may fail to identify the complicit bots as well because
each one could issue a smaller number of spoofed request packets to avoid going above our detection
threshold. By using multiple layers of amplification, the attacker could remain well concealed even
in the event that all parties reside in cooperative ASes actively using our queries.

However, we could also consider each of the complicit bots a separate attacker since they should
display a dampened version of the behavior we are looking for in our Sonata query. If we are able
to filter out spoofed request packets at the ASes of the complicit bots, this would still significantly
reduce the severity of the downstream attack. Because of the fact that the true attacker’s AS is
undetectable to our queries, we treat each of the complicit bots as a separate attacker, and thus only
concern ourselves with one layer of amplification in later sections.

There is yet another complication in identifying attackers (once again, even under our immensely
simplified model where legitimate traffic is symmetric and illegitimate traffic is asymmetric). Con-
sider Figure 3. The highest difference between number of requests and responses to the victim IP
should occur at the AS we have labelled Bottleneck. Our query would likely identify the bottleneck
as the primary attacker. The extreme difficulty in identifying an attacker even under a highly simpli-
fied model suggests that the identification and mitigation schemes developed in later sections should
focus on the victim, their immediate neighbors, and the last layer of the botnet, rather than trying to
address the problem closer to the source.

3 Collaborative Detection

As noted earlier, each of the distinct parties in the attack sees different information at different times.
Moreover, there is a risk of false positives at each of the points in the attack topology. However, the
risk of a false positive may be decreased if multiple parties signal anomalous traffic. In particular,
we envision a system in which disparate AS administration systems can communicate with each
other over a secure protocol to share information useful in identifying and mitigating attacks. For
the purpose of simplification, we envision all ASes as communicating with a abstracted detection
and mitigation system we refer to as the “DDoS Detective”.

Whenever anomalous traffic is detected through the methods presented in the previous section, the
information is shared with the detective, which must in turn determine whether an attack is occurring
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and help all parties best respond. Notice that every party in the attack topology knows its own AS
number, the victim’s IP, and at least some subset of botnet IPs (the victim should know all in theory
but the ASes containing the botnet devices only know a subset). Under our scheme, each party at
the minimum sends the detective a standardized “threat alert” tuple containing information (ROLE,
AS ID, VICTIM IP, BOTNET IPS). We envision the detective initially seeing the following during
an idealized attack in which all ASes are cooperative:

1. Multiple Botnet ASes send (BOTNET, AS ID, VICTIM IP, BOTNET IPS)

2. Victim AS sends (VICTIM, AS ID, VICTIM IP, BOTNET IPS)

Note that it is entirely possible and even likely that a large subset of the botnet ASes will not be
participating in our collaborative telemetry scheme and thus will not send information. Moreover,
although in theory the above is the order in which the attack should flow through the network topol-
ogy, there are no guarantees that the Detective will actually receive the tuples in the appropriate
order. Due to network delay, differences in routes, etc. the packets signalling the impending attack
from the botnet may arrive at the detective after the victim has already signalled that the attack is
occurring. Moreover, if the attack is very well distributed, it may be the case that the attack traffic
remains below our detection thresholds until it actually reaches the victim’s AS.

It is much more likely that the first signal to the detective would come from the victim. The detective
could in turn request that ASes containing botnet IPs identified by the victim lower their anomaly
detection thresholds or begin filtering out packets from botnet IPs.

Depending on the number of botnet devices, it may even be feasible to ask cooperating ASes to drop
packets which have the victim IP as their source IP and one of the botnet IPs identified by the victim
as their destination IP. Note that depending on the number of botnet IPs detected by the victim, it
may not be feasible to quickly send this data. Furthermore, a sophisticated adversary could change
the botnet devices they employ throughout the course of the attack to render defense strategies like
this useless. However, in the event the attacker is not sophisticated enough to switch up its botnet
and that the data overhead is manageable, preemptively dropping the spoofed request packets would
save the network the hassle of having to deal with the much larger reply packets later on.

4 Towards Implementing a “DDoS Detective”

4.1 Robustness Against Attacks

The detective is merely an abstraction, and it is arbitrary who plays the role of the Detective. Log-
ically, the victim has the most incentive to devote computational and storage resources towards the
detective work. However, if its buffers are actively being overwhelmed by a DDoS attack, it may
not make the most effective detective. Moreover, the need to store substantial state presents difficul-
ties for preforming the detective work directly on routers and switches. It may make more sense to
outsource the detective work to separate systems within an AS. Furthermore, the system should be
relatively robust against attacks, otherwise an attacker could just DDoS the detective as well. There
are two obvious solutions to this:

1. Hide the identity and location of the detective

2. Use a modified version of a distributed consensus protocol such as Paxos [10] or RAFT [12]
to make the detective robust against attacks and network partitions

The first solution would be simple but easily compromised. The second solution would be harder
and more expensive to implement but much more difficult to compromise. In essence, there would
be a detective server at some IP on each of the cooperating ASes and they would run Paxos to attain
consistency across the ASes’ detectives. When an AS is attacked, its detective server can be treated
as if it is “down” due to a network partition, however the broader “DDoS Detective” system across
the cooperating ASes will continue running without issue.
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4.2 Secure Communication Scheme

A critical component of inter-AS coordination, whether involving our “DDoS Detective” system or
not, is a secure and authenticated line of communication between the collaborating parties. This is
not built-in feature of the TCP and UDP protocols, for good reason. Such a line of communication
involves too much overhead to be useful for everyday internet uses. However, there are a number of
higher level protocols built on top of traditional transport protocols to send authenticated messages
over insecure lines. The proposed system requires that AS administrators use a standard secure
communication protocol in sharing information for attack identification and mitigation. Notably,
messages sent over this protocol may sacrifice performance in favor of traditional security concerns
like authenticity and integrity.

Notably, this sort of secure communication can be implemented with message authentication
codes [1], much in the same way as S-BGP [9] or DNSSEC [4]. We propose that the cooperating
ASes secure their messages using public key cryptography (for implementation options see [14]).
Then, authenticated messages can be distributed over traditional transport protocols (like UDP/TCP)
without the concern that messages have been spoofed (or modified by adversaries). Network admin-
istrators (or their detective servers) can periodically or automatically check for authenticated mes-
sages from the other ASes, and adjust their network configurations and telemetry queries accord-
ingly. The asymmetric key infrastructure is computationally expensive, especially when compared
to typical non-authenticated UDP/TCP protocols, but disallows various forms of attacks, including
the sort of spoofing involved in the DDoS amplification attacks we are trying to mitigate [14].

Notice that our proposed security measures differ from Transport Layer Security (TLS) in that the
content of the messages themselves are authenticated, rather than just the server being authenti-
cated [13]. This means that users can be assured that messages are not tampered with in transit, for
example.

There are multiple use cases for such a secure line of communication. For example, if a victim
recognizes through their Sonata queries that they are experiencing an attack, and identifies a prop-
erty they can use to distinguish legitimate packets from malicious packets (such as packet size, for
example), they can securely tell upstream collaborating intermediate ASes to preemptively drop the
malicious packets. Notice that the authentication is critical here, because if these messages could be
spoofed, then an attacker could implement an easy denial-of-service attack by sending a message to
upstream ASes to drop all packets to a victim. Similarly, authenticating the message content, rather
than just the server is critical, because modification of the contents of the message would enable
additional denial-of-service attacks.

Additionally, this line of communication can be used to adaptively set thresholds in telemetry queries
that different network operators are running. As an example, an AS containing botnet participants
may detect anomalous outgoing traffic all to a single destination IP, it could then then alert the victim
AS that it may be under attack and that it should use lower detection thresholds than usual. This way,
it may be possible for the victim AS to identify the attack before the victim server is compromised.

Notice that the overhead of secure cooperation is substantial. Even distributing and maintaining a set
of up to date public keys is expensive. However, it would enable collaborative attack detection and
mitigation across ASes. Without such security measures, collaboration would simply create more
vulnerabilities for attacks.

5 Discussion

5.1 Lessons for Attackers

Notably, even though this project sought to design novel DDoS defense strategies that make use
of network telemetry systems and cooperation between ASes, in the process it revealed a lot about
what makes an attack effective. While our goal is not to give attackers a better understanding of how
to be adversarial, it is important to understand what further ideas can be employed.

First, DDoS attackers can increase the difficulty of detecting them by using multiple layers of ampli-
fication. Under the unrealistic simplification that legitimate traffic is symmetric whereas illegitimate
traffic is not, it is often possible to identify a DDoS attacker’s AS, and harder with multiple layers
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Figure 4: Number of Arguments Compilation Error

# I n c o r r e c t
r u n t i m e = Runtime ( c o n f i g , q u e r i e s )
# C o r r e c t
r u n t i m e = Runtime (

c o n f i g ,
q u e r i e s ,
os . p a t h . d i rname ( os . p a t h . r e a l p a t h ( f i l e ) )

)

Figure 5: Argument error code change

and methodologies of amplification. While more realistic conditions are already in favor of allow-
ing attackers obscurity, they may nevertheless better conceal themselves by using multiple levels of
attack amplification.

Next, switching which bots are used to attack and which ASes they are located in will make it much
more difficult to map the attack and mount an effective defense. If an attacker frequently switches
their bots, our system will be essentially helpless against their attack. Notably, defense systems
which make heavy use of statistics and machine learning may be more robust against these sorts
of attacks (for examples of such systems see [5] [3] [8]). Our scheme relies on the formalization
of and analysis of high level attack topologies, whereas other schemes can use subtler and often
semantically vaguer properties of packets to identify attack traffic more specifically.

5.2 Challenges

One of our largest obstacles in completing this project was the steep learning curve for working
with Sonata. Although the tool is conceptually useful and easy to understand at a high level, we
encountered significant engineering difficulties in implementing our project on top of it.

Sonata includes a cleanup script to stop processes, clear log files, and free resources. Executing
this cleanup script between runs is critical. Without it, the VM provided with the Sonata repository
crashes on successive runs of Sonata queries. We ran Sonata once successfully, and tried to run
the cleanup script. However, we encountered the following syntax error with the script Syntax
error: word unexpected (expecting "do")

We reached out to some of the original code base authors, Jennifer Rexford, Arpit Gupta, and Rob
Harrison. Ultimately, we found that there were UNIX/DOS compatibility issues in the cleanup script
itself. After fixing the script, we were able to consistently run Sonata.

After successfully running Sonata, we worked through each of the thirteen example programs. Five
of the thirteen worked with no further issues. Five threw an error based on the number of arguments
passed to one of the functions in the example code, as shown in Figure 4.

We were able to fix the error by cross-referencing that function call with the corresponding function
call in the working examples. The necessary code change is shown in Listing 5.2.

After fixing that error, two of the five programs successfully ran to completion, the other three threw
a different compilation error with their P4 code, that we were not able to debug, shown in Figure 6.
We were also unable to debug the remaining three programs: two of them threw key errors on the
query (Figure 7), and one of the emitted debug messages that only said “WEIRD”, before crashing
with a syntax error.

Table 8 summarizes what happens when each example program is run.
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Figure 6: P4 Compilation error in Sonata’s Malicious Domain Detector

Figure 7: Key error in Sonata’s DNS Tunneling Detector

Example Works?
completed flow No (key error, query)

dns ttl No (args issue, then p4 code does not compile)
dns tunnelling No (key error, query)
heavy hitter Yes

malicious domain No (args issue, then p4 code does not compile)
newly opened connections Yes

port scan Yes
reflection dns No (args issue, then p4 code does not compile)

slowloris attack Yes
ssh brute Yes (after fixing args issue)

superspreader Yes
syn flood No (“WEIRD” debug messages, then syntax error)

udp traffic asymetry Yes (after fixing args issue)

Figure 8: All thirteen examples provided and their status when ran.

10



540
541
542
543
544
545
546
547
548
549
550
551
552
553
554
555
556
557
558
559
560
561
562
563
564
565
566
567
568
569
570
571
572
573
574
575
576
577
578
579
580
581
582
583
584
585
586
587
588
589
590
591
592
593

We also encountered substantial issues in trying to compose our own Sonata queries. As an example,
consider the following three queries. Respectively, they represent filtering by packet lengths that are
equal to 50, greater than 45, and less than 55.

Listing 4: Three queries to identify packets of length 50
e q u a l = ( P a c k e t S t r e a m ( 1 )

. f i l t e r ( f i l t e r k e y s =( ’ i pv4 . t o t a l L e n ’ , ) , f unc =( ’ eq ’ , 5 0 ) )

. map ( keys =( ’ i pv4 . s r c I P ’ , ’ i pv4 . t o t a l L e n ’ ) )
)

g e q u a l = ( P a c k e t S t r e a m ( 1 )
. f i l t e r ( f i l t e r k e y s =( ’ i pv4 . t o t a l L e n ’ , ) , f unc =( ’ geq ’ , 4 5 ) )
. map ( keys =( ’ i pv4 . s r c I P ’ , ’ i pv4 . t o t a l L e n ’ ) )
)

l e q u a l = ( P a c k e t S t r e a m ( 1 )
. f i l t e r ( f i l t e r k e y s =( ’ i pv4 . t o t a l L e n ’ , ) , f unc =( ’ l e q ’ , 5 5 ) )
. map ( keys =( ’ i pv4 . s r c I P ’ , ’ i pv4 . t o t a l L e n ’ ) )
)

For attack packets of exactly length 50, they should all be logically equivalent and should display
the source IPs and lengths for those packets. However, when ran, only the “equal” query actually
displays matches. This suggests that there may be deprecation issues somewhere in the code base.
The lack of ability to use even basic filter operators made it extremely difficult to write working
code. If we have a fundamental misunderstanding of Sonata’s syntax, documentation to clarify the
nuances of the code would be helpful. From what we can tell, the victim query (the Sonata authors’
UDP asymmetry example) runs and works well on simulated attack traffic. Additionally, the botnet
AS query we developed earlier in the paper runs and detects attack traffic effectively (excluding the
packet size filter).

Our difficulties with Sonata made it very difficult to test our ideas empirically and verify our lines of
reasoning, nevertheless working with the codebase also challenged us to reason about and attempt
to debug an unfamiliar system by reading the source code, all while learning network telemetry
concepts.

6 Conclusion

This paper reasoned about what a DDoS attack look like to various parties along a network topology,
designed telemetry queries to extract useful information about attacks, and outlined a high level
proposal for a distributed defense system called “DDoS Detective.” Just as importantly importantly,
the design schemes made in the process reveled the value of sharing information between ASes
involved in a DDoS attack and presented novel mitigation strategies which involve cooperation and
information sharing between cooperating ASes. The ideas outlined may have implications for later
defense system designs.
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